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Afterpulsing Effects in Free-Running InGaAsP
Single-Photon Avalanche Diodes
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Abstract—We demonstrate large-area (80 um diameter)
InP-based single-photon avalanche diodes for Geiger-mode op-
eration at 1.06 pm with dark count rates of ~1000 Hz at high
detection efficiencies of 30% at 237 K, as well as simulations of
dark count rate and detection efficiency that provide good agree-
ment with measured data. Experimental results obtained using
free-running operation illustrate the strong impact of afterpulsing
effects for short (~200 ns) hold-off times. We present an analysis
of these free-running results that quantifies the contribution of
afterpulsing to the total count rate.

Index Terms—Avalanche photodiodes, photodiodes, single-
photon avalanche diodes, single photon detection.

1. INTRODUCTION

INGLE-PHOTON detection at 1.06 um is of considerable
S importance for ladar and lidar systems designed for remote
sensing and ranging [1], as well as for free-space optical com-
munications in photon-starved environments [2]. Silicon single-
photon avalanche diodes (SPADs) offer excellent performance
for single-photon detection in the visible spectral range, but they
suffer from a dramatic reduction in single-photon detection effi-
ciency for wavelengths beyond 1 pm, and detection efficiencies
do not exceed a few percent at 1.06 ym. The rapid development
of quantum key distribution and other applications employing
single-photon detection at telecommunication wavelengths of
~ 1.5 pym has instigated significant progress in InGaAs—InP
SPADs [3]-[11]. However, the relatively narrow bandgap of the
InP-lattice-matched Ing 53Gag 47 As absorber, used to achieve a
long-wavelength cutoff of ~ 1.65 pum for the InGaAs—InP de-
vice, leads to relatively high dark count rates. This performance
tradeoff is unnecessary if detection of these longer wavelengths
is not desired.

To bridge the “single-photon detection gap” for wavelengths
just beyond 1 pm, we have developed large-area (80-200 pm
diameter) InP-based InGaAsP quaternary absorber SPADs op-
timized for operation at 1.06 pm that are based on a highly
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reliable planar geometry avalanche photodiode structure [8].
For single-photon detection at 1.06 pm, SPADs based on the
InGaAsP quaternary material system are likely to provide the
most appropriate solution in numerous situations in which suf-
ficiently high performance must be accompanied by high reli-
ability, compact form factor, ease of use, and acceptable cost.
However, relative to the body of work dedicated to 1.5-ym In-
GaAs-InP SPADs, there has been minimal focus to date on In-
GaAsP-InP SPADs for 1.06 um. (A notable exception is the
substantial work done by researchers at MIT Lincoln Labora-
tory on related small-area mesa-geometry devices [12]-[15].)
In this paper, we demonstrate large 80-pm-diameter devices that
provide detection efficiency at 1.06 um (e.g., 30%) that exceeds
that of Si SPADs by more than an order of magnitude while
maintaining low dark count rates (of the order of 1000 Hz) at
temperatures that are readily accessible using compact thermo-
electric coolers.

In this study, we have also stressed the importance of iden-
tifying performance limitations and constraints on the applica-
bility of these devices. With the goal of employing these devices
in high-count-rate free-running operation, we have character-
ized their behavior at submicrosecond hold-off times and have
found that afterpulsing dominates the total count rate for very
short hold-off times of ~200 ns at a typical operating temper-
ature of 230 K, even for very low overbias values in the range
of 0.1 to 0.4 V. We present an analysis in which we quantify af-
terpulsing effects under these measurement conditions and ex-
tract intrinsic signal count and dark count rates. Through this
analysis, we have clarified an earlier report of these data [16] in
which the role of afterpulsing had not yet been quantified.

The remainder of this paper is organized as follows. In
Section II, we briefly describe our InGaAsP-InP 1.06-pm
SPAD device structure. In Section III, we present simulations
for the dark count rate versus detection efficiency behavior
of these devices and summarize the principle dark carrier
generation mechanisms contributing to the dark count rate.
Experimental results for gated measurements are presented in
Section IV and establish the baseline for device performance.
In Section V, we present experimental data for free-running
measurements along with a relevant analysis to quantify af-
terpulsing effects. Results are discussed and conclusions are
summarized in Section VI.

II. DEVICE STRUCTURE

SPADs are avalanche photodiodes designed to operate at bi-
ases beyond their breakdown voltage, in the so-called “Geiger
mode,” for which the photoexcitation of a single carrier can
produce a self-sustaining avalanche. This runaway avalanche
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Fig. 1. Schematic cross section of front-illuminated InGaAsP-InP SPAD struc-
ture for single-photon detection at 1.06 pxm.

gives rise to a macroscopic current pulse which can be sensed
using an appropriate threshold detection circuit. Critical SPAD
performance parameters include the photon detection efficiency
(PDE), the dark count rate (DCR), and the afterpulsing proba-
bility (AP). Material quality, device design, and operating con-
ditions can all affect these parameters. A primary goal of SPAD
device design is to minimize DCR while maximizing PDE by
optimization of the device structure and the resulting internal
avalanche diode electric field profile.

Our 1.06-pm SPAD employs a device design platform similar
to the planar geometry avalanche diode structure we have used
in fabricating 1.55-um InGaAs—InP SPADs, as described in de-
tail in [8]. As illustrated in Fig. 1, the structure consists of a sep-
arate absorption, grading, charge, and multiplication (SAGCM)
layer scheme. Avalanche gain occurs via impact ionization in an
undoped InP multiplication layer. The role of the InP charge, or
field control, layer is to maintain a high electric field in the mul-
tiplication region to generate avalanche gain while maintaining
a low field in the absorption layer to reduce carrier tunneling.
Grading layers are used to smooth out the abrupt heterointer-
face band offset that would result if the absorber and an InP
field control layer were immediately adjacent.

A primary difference between the 1.55- and 1.06-pm SPADs
lies in the material used for the absorber layer: the former con-
sists of InGaAs lattice-matched to InP, while the latter employs
quaternary InGaAsP lattice-matched to InP with a 295 K cutoff
wavelength of ~1200 nm. With a larger bandgap absorber in the
1.06-pm SPAD, the dark counts related to dark carriers gener-
ated in the absorption layer via thermal generation-recombina-
tion process can be reduced. However, to take full advantage of
potential performance improvements, the entire vertical struc-
ture of the device (and the associated internal electric field pro-
file) must be reengineered relative to the 1.55-pm SPAD design
[8]. Device simulations in the following section illustrate how
design choices for critical elements in the SPAD structure, such
as the multiplication region width, affect device performance.

III. DEVICE PERFORMANCE SIMULATION

Numerous mechanisms generate electrical carriers in a SPAD
structure. Electron—hole pair generation by photon absorption
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in the InGaAsP absorption layer is the desired carrier generation
mechanism, but in addition to photoexcited carriers, dark carrier
generation by various thermal and tunneling processes in mul-
tiple layers of the structure can be significant. In Geiger mode
operation, all electrical carriers have a finite probability P, of
creating a detectable current pulse by initiating an avalanche
event in the multiplication region.

The thermal generation rate is determined principally by
Shockley—Read—Hall (SRH) processes. In the depletion region,
they are determined by the intrinsic carrier concentration n;
and SRH lifetime 7ggy. Tunneling processes include direct
band-to-band tunneling (BBT) and trap-assisted tunneling
(TAT). BBT is determined by the bandgap energy, electric
field intensity, and the reduced mass of conduction band and
light-hole-band effective masses. TAT depends primarily on
the electric field, the position of traps inside the bandgap,
and the trap density. Formulas for these different dark carrier
generation mechanisms in the context of InGaAsP SPADs have
been reviewed by Donnelly ef al. [13], and we have adopted the
formalism of these authors for the following simulations.

For the calculation of breakdown voltage, we adopted the
physical model of Zappa et al. [17] for temperature-dependent
ionization coefficients. For appropriately designed InP-based
SPADs, multiplication layer widths are sufficiently thick (>
1 pm) that dead space effects, which are important for APDs
with thin multiplication layers, can be ignored. For the calcula-
tion of quantum efficiency, the model of Adachi [18] was used
to calculate wavelength-dependent absorption coefficients, and
the effects of electroabsorption [19] and free-carrier absorption
have also been included. For the calculation of avalanche prob-
ability P,, Mclntyre’s model [20] was used.

The effective mass of electrons and holes and the change
of bandgap energy with temperature were taken from [21].
Following Donnelly et al. [13], we define a parameter
a = (Eiap — Ey)/E4 to identify the position of traps inside
the energy bandgap, where F is the bandgap energy, F,ap is
the energy level of the trap, and E, is the top of the valence
band. « is taken to be ~0.78 for Ing 53Gag. 47As [22] and ~0.75
for InP [23]. A linear interpolation based on the energy bandgap
of each layer is used to obtain the trap energy level in InGaAsP
quaternary layers. The SRH lifetime 7sgy and trap concentra-
tions Ny, are obtained from the fitting of simulated results
to experimental results. For 7gry, we obtained 70 us; this
relatively large value indicates good material quality. For trap
densities, we obtained N, (Ing 53Gag 47As) ~ 1x 1015 cm™3
and Niyap(InP) ~ 2 x 10 cm—3. The trap concentrations in
layers other than InP and Ing 53Gag 47As are estimated using
linear interpolations between the values just cited based on the
bandgap energy of the quaternary layer.

Our primary goal is to minimize DCR while maximizing
PDE. An effective method for displaying results and comparing
different designs is to plot curves for DCR as a function of
PDE. Many device parameters will affect the DCR versus
PDE performance metric, but, among these parameters, the
multiplication layer thickness d s is particularly important.

Fig. 2 shows the calculated DCR per unit area versus de-
tection efficiency with different multiplication layer thickness
for 1.06-um wavelength SPADs at T' = 230 K [Fig. 2(a)] and
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Fig. 2. Calculated DCR per unit area versus PDE for different multiplication
layer thickness dj; for 1.06-pm InGaAsP-InP SPADs at (a) 230 K and (b)
295 K.

T = 295 K [Fig. 2(b)]. For a given detection efficiency, the
DCR decreases as dj; increases, and the decrease of DCR with
increasing dy; becomes less significant as d; increases. At 230
K, DCR continues to decrease as d; is increased from 2.5 ym
to 3.5 pm, while at 295 K, DCR versus PDE shows little differ-
ence between dp; = 2.5 um and dy; = 3.5 pm.

For low temperatures (e.g., 230 K), the dominant dark car-
rier generation mechanism in the 1.06-pm SPAD is TAT in the
multiplication region. TAT is very sensitive to electric field in-
tensity, and, for larger multiplication layer thickness dp, the
electric field required to produce a desired avalanche probability
P, decreases. Therefore, for a given PDE (which is dictated by
the product of P, and the absorption region quantum efficiency
1), larger values of dj; result in a decrease in TAT. Because the
dependence of P, on electric field becomes weaker as dj; in-
creases, progressively larger values of dj provide finite but pro-
gressively smaller improvements in the trap-assisted tunneling
dark carrier generation rate, as seen in Fig. 2(a).

For sufficiently high temperatures (e.g., 295 K), dark carrier
generation in the absorption region becomes important. Since
thermal generation is insensitive to electric field, the increase
of djs has less impact on DCR than it does at low tempera-
ture. Consequently, for the structures simulated, the DCR de-
pendence on PDE is essentially unchanged for dp; > 2.5 um,
as seen in Fig. 2(b). Based on these simulations, we have chosen
a multiplication layer width of 1.7 um for our experimental de-
vice structures.

To more clearly illustrate the roles of the dominant dark count
generation mechanisms in the 1.06-pm SPAD, we present in
Fig. 3 the calculated dependence on overbias of the total DCR as
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Fig. 3. Calculated dependence of DCR per unit area versus overbias for
1.06-um SPAD at (a) 230 K and (b) 295 K. The total DCR per unit area and
contributions to DCR from multiplication layer TAT and absorption-layer
thermal generation process are shown. In (a), DCR from the multiplica-
tion-layer TAT dominates completely and is indistinguishable from the total
DCR.

well as the two most important contributions to DCR, i.e., TAT
in the multiplication layer and thermal generation in the absorp-
tion layer. Calculations assumed a multiplication layer thickness
of 1.75 pum and are presented for temperatures of 230 K and
295 K. As can be seen from this figure, at 230 K, the TAT from
the multiplication layer completely dominates the total DCR. At
295 K, both TAT in the multiplication layer and thermal gener-
ation in the absorption layer play important roles. For overbias
values less than ~5 V, thermal generation in the absorption layer
is the larger contributor to the total DCR. At overbias values
greater than ~5 V, TAT in the multiplication layer is more signif-
icant. The interplay between TAT and thermal generation at dif-
ferent temperatures and overbiases is central to understanding
the behavior of the total DCR in various operating conditions, as
already seen in our discussion of the simulations of DCR versus
PDE presented in Fig. 2. In these simulations, we have also con-
sidered the DCR contributions from other layers of the structure
(e.g., the field control and grading layers), but these were found
to be negligible compared with the contributions from the ab-
sorption and multiplication layers. Band-to-band tunneling was
also evaluated in all layers and found to be negligible.

A similar analysis can be done for 1550-nm SPADs as well,
and the result will be qualitatively similar to what is described
in Figs. 2 and 3 for 1064-nm SPAD. The only difference is that
the thermal generation rate from the absorption region will be
larger, and the low-temperature thermal generation rate from
the absorption region will still have a significant contribution,
whereas in 1064-nm SPADs it is totally dominated by TAT from
the multiplication region.
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Fig. 4. (a) DCR versus PDE of an 80-zzm-diameter InGaAsP SPAD measured
at 237 K (circles), 250 K (squares), and 259 K (triangles) in 1-ns gated-mode
operation at 500-kHz repetition rate using a 1.06-pm pulsed diode laser source.
Simulation results at the three temperatures (solid lines) are also shown. (b)
Dependence of DCR and PDE on overbias at 237 K for measured (symbols)
and simulated (solid line) results.

IV. EXPERIMENTAL RESULTS: GATED MEASUREMENTS

We directly measured DCR versus PDE using a gated-mode
measurement technique with short 1-ns gates at a repetition rate
of 500 kHz. With this setup, we employ a scheme in which “lit”
and “dark” gates are interleaved so that DCR, PDE, and after-
pulsing can be measured [9], [24]. When this setup is operated
with the source laser turned off, all of the observed counts are
dark counts. To obtain PDE and afterpulsing data, a pulsed diode
laser source is synchronized so that single photons are tempo-
rally coincident only with the “lit” gate pulses; for the sake of
clarity, we define all odd gates as “lit” gates and all even gates as
“dark” gates. A 1.06-um laser source is attenuated to generate
a mean photon number of ;1 = 0.1 per “lit” gate pulse, with a
pulse full-width at half-maximum (FWHM) of 500 ps.

The DCR is obtained by measuring the dark count probability
per gate in the absence of input photons. The PDE is determined
by monitoring the total number of counts occurring in the odd
“lit” gates when the single-photon source is activated. During
these lit measurements, an increase in the count rate found for
the even “dark™ gates (which are interleaved between the “lit”
gates) above the intrinsic DCR indicates the presence of after-
pulsing and can be used to quantify the afterpulse probability
per gate.

Using this short-gate measurement technique, we obtained
the experimental data presented in Fig. 4(a) (circles, squares,
and triangles for 7" = 237, 250, and 259 K, respectively) for
DCR versus PDE for an 80-um-diameter 1.06-pm SPAD. For a
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Fig. 5. Free-running count rate versus incident photon flux at 1.06 gm for an
80-pm-diameter InGaAsP SPAD at 230 K for five different bias voltages be-
tween 0.1 and 0.4 V using an active quench circuit with a 200-ns hold-off time.

PDE of 30%, DCR values of ~1 kHz can be obtained at 237 K
with 2-V overbias. These data are in reasonable agreement with
simulation results (solid lines) obtained from the modeling ap-
proach outlined in Section III. For the 500-kHz repetition rate
used (i.e., 2 us hold-off time between 1-ns gates), the afterpulse
probability per 1-ns gate was found to be less than 10™* for
PDE values as large as ~35%. Fig. 4(b) shows the dependence
of DCR and PDE on overbias at 237 K.

V. EXPERIMENTAL RESULTS: NONGATED MEASUREMENTS

A. Free-Running Count Rate versus Photon Flux

For many applications of single photon counting at 1.06 pm,
free-running operation is highly desirable. For instance, in lidar
and remote sensing measurements [1], the timing of reflected
pulses from soft targets cannot be synchronized to the pulse
launch, and detector gating is therefore inappropriate. More-
over, the goal of having the detector active as much of the time
as possible dictates the need for very short “dead times” (or
hold-off times) between a detection event and the subsequent
re-arming of the device.

To evaluate the InGaAsP SPADs relative to these require-
ments, we obtained free-running measurement data using a
Poisson source of 1.06-pum photons, the InGaAsP SPAD de-
tector, and appropriate backend electronics. A commercially
available active quenching circuit (AQC) described in [25] was
used, and photon flux was calibrated using a reference Si-based
SPAD detector. The essence of the technique was to measure
total count rate as a function of incident photon flux, which was
swept over a wide range from 107! to 10® photons/s. To our
knowledge, this measurement technique has not been reported
previously in the photon counting literature.

Fig. 5 shows the dependence of the free-running count rate on
the incident photon flux for the 80-um-diameter 1.06-pm SPAD
under five different overbias values between 0.1 and 0.4 V at 230
K with the AQC set to a 200 ns hold-off time. The constant count
rate for low photon fluxes (< 10% s=1) is due to dark counts.
For flux values larger than ~ 10* s~ the count rate increases
roughly linearly with photon flux and is dominated by signal
counts. We can define the raw signal count efficiency RSCE =
(R: — Ra)/¢, where R;, R4, and ¢ are the total count rate,
raw DCR, and photon flux, respectively. Using values for R, at
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Fig. 7. Count rate versus photon flux measured at 250 K at fixed overbias with
three different hold-off times set for the active quench circuit.

¢~ 10° =1, the relationship between R; and RSCE is plotted
in Fig. 6, where we have also included data obtained at 270 K
and 295 K for the same device. Because the total count rate R;
contains counts due to afterpulsing, we cannot simply equate 4
with the intrinsic DCR and RSCE with the detection efficiency.
In fact, we will show that, for the operating conditions cited, the
contribution of afterpulses is very significant, and R; (RSCE)
exceeds DCR (DE) by a considerable factor.

B. Dependence of Count Rate on Hold-Off Time

A SPAD avalanche event generally consists of the flow of
a large number of carriers (e.g., 107 to 10%) through the mul-
tiplication layer of the device. Material defects in this layer
can temporarily trap carriers, and the de-trapping of these car-
riers at a later time can initiate subsequent avalanche events (re-
ferred to as afterpulses) if the de-trapping occurs after the SPAD
has been rearmed. Afterpulsing can be mitigated by using long
hold-off times which allow sufficient time for trapped carriers
to be de-trapped and swept out of the multiplication region be-
fore the SPAD is rearmed; however, long hold-off times pre-
clude high repetition rates. Conversely, the shorter the hold-off
time is, the worse the afterpulsing effects are.

To explore the role of afterpulsing in our count rate versus
photon flux measurements, we repeated these measurements for
a single fixed overbias value with different hold-off times set for
the active quench circuit. Fig. 7 shows data obtained at 250 K
for three different hold-off times of 136, 200, and 460 ns. Even

for this somewhat limited range of hold-off times (imposed by
constraints of our apparatus), the impact of hold-off time on
count rate at a given photon flux is dramatic. In particular, when
the hold-off time is increased from 200 to 460 ns, the count rate
decreases by approximately five to six times for all photon flux
values. This clearly indicates that a large fraction of counts in
the 200-ns hold-off time measurement are due to afterpulses.

To quantify the contribution of afterpulsing to the total count
rate, we have performed the following analysis. We begin by
assuming that the measured total count rate R; can be expressed
as [14]

Rt = Rdi + Rpi + Rap(t> (1)

where Rqi, Rpi, and R,,(t) are the intrinsic (afterpulse-free)
DCR, the intrinsic (afterpulse-free) photon count rate, and the
time-dependent afterpulse count rate, respectively. Note that
Rg; and some portion of R, (¢) combine to give the raw DCR
Ry specified in the previous section; likewise, I2,; and some
portion of R,,(t) combine to give the raw signal count rate R,.
Ultimately, Rp; can be converted to the PDE.

Assuming that afterpulsing is dominated by a single type of
trap, Rap(t) can be written as [14]

Rap(t) = Coexp [—(t + Tho) /7l 2)

where Cj is a prefactor depending on the total current flow, and
Tho and 74 are the hold-off time and characteristic de-trapping
time, respectively. Performing an ensemble average, we can ob-
tain the observed afterpulsing

Rap = (Rap(1)) = Co exp(=Tho/7a) (exp(=t/7a)) . (3)

Denoting C = Cylexp(—t/7q)), we find R,, =
Cexp(—Tho/74), and we can use this formula to fit ex-
perimental data to extract parameters Rg;, C, 74, and R; by
the following procedure.

Step 1) Use the low photon flux (¢ < 10% s™1) count rate
data at three different hold-off times to obtain Rg;,
C', and 74 for the dark count case.

Use the high flux (¢ > 10* s~1) data at three dif-
ferent hold-off times to obtain C, 74, and R, =
Rpi + Ry for any particular ¢.

Obtain the intrinsic photon count rate ?y; = R, —
Ryg; by subtracting from R, the contribution of DCR
Rg4; which was obtained from step 1). The detection
efficiency is then given by DE = R; /¢, where ¢ is
the photon flux at which R,; was taken.

In Fig. 8, we provide the extracted de-trapping time 74
(squares) and pre-factor C' (diamonds) at four different photon
fluxes. To within experimental error, the de-trapping time is
independent of photon flux, as expected, and is found to be
~65 ns, which is indicated by the dashed line. The results
for pre-factor C' show that it exhibits an approximately linear
increase—i.e., power law with a slope of nearly 1—with
photon flux (solid line). This finding is consistent with Cj
being proportional to the total current flow through the SPAD

Step 2)

Step 3)
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Fig.9. “Apparent” detection efficiencies for three different hold-off times using
250 K data from Fig. 7. Also shown is the extracted intrinsic detection efficiency
(dashed line). At each hold-off time, the apparent DE is the average value for
measurements made at four different photon flux values.

structure, since this total current flow will be proportional to the
photon flux. (Although the data points at ¢ = 107 and ¢ = 10%
demonstrate a roll-off in pre-factor C' that could be consistent
with trap saturation, we do not believe that this degree of trap
filling is likely; instead, uncertainty in the measurement and
the analysis is the more probable explanation for the observed
nonlinear dependence.)

It is worth noting that our use of a single trap model ignores
the possibility of additional contributions to R, from defects
with a longer de-trapping time 74. Given the narrow range and
very short values of the hold-off times used in our measure-
ments, afterpulsing from defects with substantially longer 74
will contribute a fairly constant “background” that would be
interpreted as part of our intrinsic DCR. The analysis can be
extended to multiple trap models if data can be obtained for a
sufficiently wide range of hold-off times.

With calculated values for pre-factor C' and de-trapping time
74 at specific hold-off times T,,, we can use (3) to obtain the
average afterpulsing I2,;, for each Ti,,. By using 2}, in place
of Rap (t) in (1), we can calculate, for each of the four values of
¢ used above, an “apparent” detection efficiency for each Tj,.
The apparent detection efficiency should have no dependence
on ¢; therefore, we simply average the extracted four values to
arrive at a more accurate estimate of apparent DE for each Tj,,,
as illustrated in Fig. 9. In addition to data for the three experi-
mental hold-off times, we also show the extracted intrinsic DE,

IEEE JOURNAL OF QUANTUM ELECTRONICS, VOL. 44, NO. 1, JANUARY 2008

1E+6 ¢

. E 0295K

T 1B 270k —

2 e+ [ O230K D/D;D/

'E 1E+3 ; //f—' = 3 —

=1 E

<) E /

S 1E+2 i //

8 1E+1 - p/‘{ S
B+ LT e

0.01% 0.1% 1% 10% 100%

Detection Efficiency
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230 K (circles), obtained by a renormalization procedure described in the text
for eliminating the effects of afterpulsing. Solid lines are simulated results for
the three temperatures.

indicated by the dashed line at ~0.4%. The results in Fig. 9 sug-
gest that a correction factor is needed at each hold-off time to
convert the “apparent” DE to the intrinsic DE. At a hold-off time
of 200 ns, this correction factor is ~5-6.

As a final step in our analysis to correct for afterpulsing ef-
fects, we can use the correction factors just described with ref-
erence to Fig. 9 to convert the raw DCR versus raw signal count
effficiency data (presented in Fig. 6) to intrinsic DCR versus DE
curves. Inasmuch as the afterpulsing effects are temperature-de-
pendent, these correction factors (which describe the severity
of afterpulsing) should also be temperature-dependent. For the
data at 230 K, 270 K, and 295 K, we obtain the intrinsic DCR
versus DE curves (shown in Fig. 10) using correction factors
of 6.0, 5.0, and 4.5, respectively. The open symbols are the
renormalized experimental data at the three different temper-
atures. Also shown in this figure are DCR versus DE simula-
tions obtained for the three corresponding temperatures using
the methodology outlined in Section III. The model provides a
good fit for the intrinsic DCR versus DE.

The parameters for fitting the intrinsic DCR versus DE in
Fig. 10 are the same as those used to fit the short-gate measure-
ment results in Section IV (see Fig. 4), with the exception that
the trap position parameter « at the lowest temperature (e.g.,
230 K) has been shifted by about 5%. Considering that trap po-
sition may change slightly with temperature, this adjustment for
o at 230 K is reasonable. The modeling done in this section and
the previous section show that the short-gate measurement data
and the normalized free-running data can be described by the
same set of device model parameters and are therefore consis-
tent with each other.

C. Laser Pulse Histogram and Ranging

The significant afterpulsing in both dark and signal count
rates found when the 1.06-um SPAD is operated using short
(e.g., 200 ns) hold-off times needs to be further evaluated with
respect to intended applications such as ranging. To this end,
we have used a laser pulse histogram method in which a fast
laser generates a narrow temporal width (FWHM ~60 ps), low-
jitter (rms jitter ~10-20 ps) optical pulse that is incident on the
1.06-um SPAD. The response of the SPAD is registered with
a multichannel scalar, which records the presence or absence
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Fig. 11. Laser pulse histogram data for a free-running 80-pm-diameter In-
GaAsP SPAD, operated at five different hold-off times, constructed using a mul-
tichannel scalar with 4-ns time bins. The inset shows in more detail the initial
portion of the histogram immediately after the main peak.

of counts in short time bins. The results of measurements em-
ploying a bin width of 4 ns and five different hold-off times are
shown in Fig. 11.

The effect of afterpulsing and hold-off time can be clearly
seen in Fig. 11. A main peak of ~80 000 counts is induced by
the laser pulse itself, and side peaks consisting of long decaying
tails are caused by afterpulsing. The spacing between the main
peak and the side peaks directly reflects the hold-off time used.
The result presented here also shows that, even in the presence
of considerable afterpulsing, the 1.06-pym SPAD can still clearly
distinguish between two peaks and, therefore, can be used for
laser ranging to hard targets. The key issue here is the range
resolution, which is limited by the hold-off time. Optimizing
the operating conditions can help to increase the resolution.

VI. DISCUSSION AND CONCLUSION

From short-gate measurements, we have found that our large-
area (80um diameter) 1.06-pm SPADs provide an intrinsic DCR
of ~1 kHz at a high detection efficiency of 30% for a tem-
perature (237 K) easily attained using thermoelectric coolers
(TECs). This is also confirmed by our free-running measure-
ments, although the intrinsic DE achieved in these measure-
ments was limited to <10% due to the very sizable contribution
of afterpulsing effects found for the short (~200 ns) hold-off
times used. With slightly more aggressive cooling (still acces-
sible using TECs), the DCR performance of this device is com-
petitive with that of commercial Si SPADs for a PDE that ex-
ceeds that of Si SPADs by more than an order of magnitude.

Our experimental results for intrinsic DCR versus DE agree
well with the output of our device performance simulations. In
addition to confirmation of experimental data, these simulations
also provide insights into the different mechanisms contributing
to DCRs. For low-temperature operation at 230 K, the DCR is
dominated by TAT in the multiplication region. For high-tem-
perature operation at 295 K, both multiplication-region TAT and
absorption region thermal generation are significant, with the
latter component proving to be more important at low overbias
and the former component taking over at high overbias.

In this study, we have quantified the very significant contri-
bution of afterpulses to both dark count and signal count rates

for very short hold-off times using an analysis to extract the af-
terpulse count rate under various operating conditions. For data
obtained at 250 K and short hold-off times of 200 ns, we have
shown that nearly five out of every six counts in the raw total
count rate are afterpulses. Through this analysis, we also show
that a very substantial reduction in afterpulsing is realized by
increasing the hold-off time from 200 ns to ~500 ns. The as-
sumption of a single trap model in our analysis leaves open
the possibility that additional afterpulsing due to longer life-
time traps (i.e., traps with larger 74) may still be contributing
to the nominally intrinsic DCR derived from the analysis. How-
ever, we believe that any remaining afterpulse contributions are
small because: 1) the renormalized data are fit well by our (af-
terpulse-free) simulations and 2) the renormalized data provide
reasonable agreement with the DCR versus DE data obtained
from the short-gate measurements described in Section IV, for
which the afterpulsing was confirmed to be small.

Nevertheless, it is highly desirable to operate SPADs with
hold-off times shorter than 500 ns. A hold-off time of this du-
ration restricts usable repetition rates to ~2 MHz and limits
range resolution in ranging applications. To some extent, limi-
tations imposed by afterpulsing can be mitigated by altering de-
vice operating conditions (e.g., operation at higher temperature
or lower bias), but this approach often results in performance
trade-offs (e.g., higher intrinsic DCR or lower DE). Therefore,
careful application-dependent optimization should be carried
out. Another approach to reducing hold-off times with existing
SPAD:s is to use multiple devices—for instance, through the use
of multi-pixel arrays [14]—so that while one device is disarmed
after detecting a photon, all the other devices remain armed and
capable of detecting additional photons incident at a rate much
greater than the rearming cycle of a single device. The draw-
backs of this approach are the much greater complexity of fab-
ricating arrayed devices, the design of an appropriate readout
integrated circuit for this concept, and the fabrication of the re-
sulting focal plane array.

Improvement in materials properties that give rise to after-
pulsing—such as reduction in the density of trap defects in the
multiplication region—is a more direct approach to boosting de-
vice performance, but little is known at present about the nature
of these traps, and more fundamental work is needed to address
materials issues. Perhaps the greatest near-term promise lies in
more suitable device or circuit designs that enable SPAD op-
eration with greatly reduced current flow associated with each
avalanche event. Since the number of trapped charges is directly
proportional to the charge flow through the device, afterpulsing
should be greatly improved if charge flow can be substantially
reduced.
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